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Abstract
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Computerized adaptive tests are efficient because of their optimal item selection procedures

that target maximally informative items at each estimated ability level. However, operational

administration of these optimal CATs results in a relatively small subset of items given to

examinees overly often, while another portion of the item pool is almost unused. This situation

both wastes a portion of the available items and can be a security risk. A number of exposure

control methods have been developed to reduce this effect. In this study, we investigate the

effectiveness the Sympson-Hetter, Nearest Neighbor, and Stratified-a methods in comparison to

baseline conditions of No Control and Random item selection. Using Monte Carlo procedures,

we examine these methods under varying target maximum exposure rates. Results are reported

in terms of pool usage, test precision and bias, both unconditionally and conditionally.
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Nearest Neighbors, Simple Strata, and Probabilistic Parameters:
An Empirical Comparison of Methods for Item Exposure Control in CATs

When items are selected during a computerized adaptive test (CAT) based solely on their

measurement properties, item pool usage is found to be very uneven. Operational administrations have

found that a relatively small subset of items is administered with an undesired high frequency, while

another portion of the item pool is almost unused. This both wastes a portion of the available items and,

even more importantly, it clearly presents a security risk for testing programs that are available on various

occasions throughout the year. A number of exposure control methods have been developed to reduce

this effect.

The Sympson-Hetter method (Sympson & Hefter, 1985) was one of the earliest approaches to control

item over-exposure, and a number of adaptations of this method have been developed (e.g., Davey &

Parshall, 1995; Nering, Davey & Thompson, 1998; Holmes & Segall, 1999; Parshall, Davey, & Nering,

1998; Parshall, Kromrey, & Hogarty, 2000; Stocking & Lewis, 1995; Thomasson, 1995). In all of these

probabilistic approaches to exposure control, a series of simulations is conducted to assign a unique

exposure parameter to each item. This parameter is used to probabilistically limit the frequency with

which a selected item is administered. These methods have been found to be reasonably effective, but

they can be cumbersome to implement. Furthermore, every time a change is made to the item pool, the

preparatory simulations must be conducted again.

The Nearest-Neighbor method (Holmes & Segall, 1999), is an extension of the Sympson-Hetter

approach that attempts to equalize exposure rates across items that are similar in level of information and

performance. Based on the Sympson-Hetter exposure control parameters, item usage rates are simulated

and items are sorted by their usage. Items are then grouped by calculating a distance parameter based on

item information functions, and establishing the "nearest neighbors", beginning with the most used item.

A smoothing algorithm is applied to adjust exposure rates within each group. This procedure is carried

out until all items have been smoothed or a specified stopping rule for item usage has been reached. This

method was shown to be successful in increasing the number of item combinations that would be

presented to examinees with minimal reduction to test information. However, it retains the weaknesses of

other probabilistic methods of complexity and being subject to item pool changes.

A very different approach is taken in the Stratified-a method (Chang & Ying, 1997). No simulations

or exposure parameters are used; rather, the items in a pool are assigned to strata, based on their a-values,

an estimate of the item's discriminatory power. Early in the test, items are administered from the stratum

with the lowest a-parameters. As the test progresses, the strata with higher a-values are used. Extreme

overuse of some items can still be found under this method; however, only a small number of items tend



Empirical Comparison of Exposure Control
Page 3

to be overused (Parshall, Kromrey, & Hogarty, 2000). An adaptation of the Stratified-a method that

appears to address this problem is to temporarily render items unavailable for selection when they exceed

a target administration rate that is, to "freeze" these items in the selection algorithm until their

administration rate drops below the target value (Kromrey, Parshall & Harmes, 2000; Parshall, Kromrey,

& Harmes, 2000).

Purpose

Although theoretically sound, the Sympson-Hetter is computationally complicated and logistically

involved. Further, it may provide an inadequate degree of exposure control for many applications. The

Nearest Neighbor method builds on the Sympson-Hetter method, adding to its effectiveness but also to its

complexity. The Stratified-a method, in contrast, is straightforward and easy to implement, but may

provide exposure control to a lesser extent than the more complex methods. The variation of the

Stratified-a method that temporarily freezes items might address this weakness, while retaining the

advantages of the method. The purpose of the study was to empirically investigate the Sympson-Hetter

and Nearest Neighbor methods along with controlled experimental variations of item freezing in

conjunction with the Stratified-a method.

Methods

For this research the Sympson-Hetter, Nearest Neighbor, and Stratified-a (with and without freezing)

exposure control methods were all implemented in a Monte Carlo study in which adaptive testing was

simulated under controlled conditions. The effectiveness of the two variations of the Stratified-a

exposure control method and the Sympson-Hetter and Nearest Neighbor method were compared to each

other and to two additional "baseline" conditions (No Control and completely Random item selection).

These six exposure control methods were investigated at four target maximum exposure rates (.15, .25,

.33, and .40), resulting in 24 study conditions.

Exposure Control Methods Operationalized

Specific implementation decisions and steps are needed for most exposure control methods. For the

probabilistic methods, a preliminary simulation phase is necessary. For the Sympson-Hetter method, the

exposure control parameters were initialized to a value close to the target maximum exposure rate. These

values were then free to either increment or decrement, depending upon the frequency with which their

associated items were administered. A series of 600 simulation cycles of 5,000 exams each was

conducted. The final Sympson-Hetter exposure control parameters resulting from this process were

saved, for use in the "operational testing" phase of the simulation.

Preparation of the Nearest Neighbor exposure parameters involved further adjusting the Sympson-

Hetter parameters in a "smoothing" process. Following the procedures suggested by Holmes and Segall

(1999), items were sorted by administration rate and item "neighbors" (i.e., those having distances of .20
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or less) were clustered. The exposure parameters within each cluster (or neighborhood) were then

smoothed. A set of 6 iterations was conducted; in which 5000 exams were administered, followed by

further smoothing.

For the Stratified-a method, no preliminary simulation was needed, but several decisions relative to

the item pool were made. In this case, the item pool was divided into four strata, with four items to be

drawn from each of the first three strata, and three items from the final strata (resulting in a test length of

15-item). Within the specified strata an item is usually selected based on how close its b-value is to the

examinee's current estimate of theta. However, the first four items (i.e., the entire first strata) of each test

were selected randomly from within the initial stratum. Since the simulated CAT began each test

assuming an examinee's ability was 0, this modification was incorporated into the Stratified-a method to

avoid all examinees being presented with near identical items early in the test.

In the "freeze" condition of the Stratifed-a method items that exceeded a target administration rate

were "frozen", or rendered temporarily unavailable for selection. As more tests were administered, this

proportional administration rate for the frozen items dropped below the target rate again; at this point the

frozen items were "thawed", and once again were available for selection and use. In the "no freeze"

condition, items were selected and administered using the Stratified-a method without the augmentation

of temporary freezing.

For the Random method and the No Control method, no preparations of these sorts were necessary.

For both the Sympson-Hetter and the Nearest Neighbor methods, the study condition of "target exposure

rate" was manipulated in this preparatory phase of the study; for all of the methods, its effect was

investigated in the next phase. In this next "operational simulation" phase, adaptive test administrations

were simulated for 50,000 examinees in each study condition.

CAT Characteristics

The CAT characteristics defined for this study were intended to reflect administration of the

Arithmetic Reasoning (AR) test of the computerized adaptive Armed Services Vocational Aptitude

Battery (CAT-ASVAB). An item pool consisting of 187 AR items was used to generate fixed-length

CATs of 15-items each. No content constraints were imposed on the item selection procedures.

Provisional ability estimates were computed by Owen's Bayes mode approximation (Owen, 1969, 1975),

while final estimates were obtained using MAP.

Item selection was managed differently depending upon the study condition. The Random method

had no limitations on item selection; rather, each item was drawn randomly from the pool. The No

Control method used maximum information (MI) item selection, with no exposure control. The

Sympson-Hetter and Nearest Neighbor methods also used MI, incorporating their own exposure control

parameters as limiting factors.
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Data Generation

Simulated item responses were generated based on operational item parameter estimates and a

multidimensional item response theory (MIRT) model. This model included not only the major

dimensions that provide basic structure, but also numerous minor dimensions that are characteristic of

actual data. MIRT data generation provides simulated data that are more similar to real data than those

produced by more typical unidimensional IRT models (Davey, Nering, & Thompson, 1997; Parshall,

Kromrey, Chason, & Yi, 1997).

Existing 3-PL item parameter estimates for the set of operational ASVAB AR items were used to

generate 20,000 examinee responses to all 187 items. These simulated data were then analyzed usingthe

program Noharm (Fraser &McDonald, 1986) to obtain item parameters calibrated in a 6-dimensional

space: The set of MIRT item parameters were used along with simulated examinee abilities to generate

examinee responses to the adaptive tests. Item responses were generated by determining the probability

of a correct response on a given item, for a given examinee, and then comparing that probability to a

random number sampled from a uniform (0,1) distribution. If the probability of a correct response was

greater than the random number then the response was scored correct; otherwise, the response was scored

incorrect.

Effectiveness Criteria

The relative effectiveness of the exposure control methods was evaluated by examining multiple

criteria. The success of the methods in controlling item exposure was investigated by computing the

administration rates for items both marginally (for the overall sample of 50,000 simulated examinees) and

conditional on examinee ability. The simulation conditions that applied no exposure control and random

item selection provided reference points against which the administration rates under exposure control

could be checked.

Further, the use of exposure control methods influences both the accuracy and precision of examinee

ability estimates. Bias in each ability estimate was calculated as the simple difference between the

estimated ability and true ability. Because true ability was defined in the space of the 6-dimensional

MIRT model used for data generation, a unidimensional theta value that most closely approximates the

MIRT ability vector was calculated for each simulated examinee. This served as the best unidimensional

representation of true ability. The method suggested by Fan, Thompson, and Davey (1999) was used in

this step. In this approach, the unidimensional theta value that minimizes the sum of squared differences

in item response probabilities, across the entire item pool, between the unidimensional theta and the 6-

dimensional MIRT vector of true theta values was computed. Finally, precision in ability estimates was

evaluated by computing the posterior variance of each ability estimate in the simulations.
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Results

The results are reported in terms of pool-usage, and ability estimation error and bias. One goal of

this line of research has been to develop good methods of examining item exposure performance. A

variety of figures are used to help satisfy this goal.

Pool Usage

Pool usage information is displayed in several figures. The entire distribution of marginal item

administration rates is shown in Figures la-d for the target maximum exposure rates of .15, .25, .33, and

.40 respectively. The pattern of results for the six exposure control conditions are similar across the target

maximum exposure rates. Note that the Random method shows ideal pool usage, without problems of

either over-exposure or under-exposure, while the No Control condition shows problems with both. The

results also clearly show that the inclusion of freezing in the Stratified-a method is both necessary and

effective in dealing with over-exposure, and also appears to help address under-exposure. Finally, the

Sympson-Hetter and Nearest Neighbor display very similar administration rate distributions.

Another visual examination of pool usage is considered next. The target maximum exposure rates

can be regarded as test security criteria for item administration rates that a testing program might establish

as a goal. While these rates are used directly in the preliminary simulation phase of probabilistic methods

such as the Sympson-Netter and Nearest Neighbor, they may be used as indirect goals for any method. If

an exposure control method allows an item to be administered more frequently than this target, the item

may be considered to have been over-exposed. A complementary goal in the use of exposure control is

to improve pool usage; thus, items may also potentially be under-exposed. For this study, an item is

classified as under-exposed if it is administered less than half the times it would be given under

completely random item administration. For a test length of 15 and a pool size of 187, an item with no

restrictions might be administered roughly 8% of the time; half of that completely random administration

would be approximately 4%. Thus, any item used on 4% of the exams or fewer is counted as

underexposed. While the criteria for under-exposure is consistent for a given test length and pool size,

the criteria for over-exposure is dependent upon the target maximum exposure rate; in this study, four

target rates were investigated.

The proportion of items over- and under-exposed is displayed in Figures 2 a-d, for each exposure

control method across target exposure rate. Note that No Control shows the worst performance, with a

few items over-exposed and many items under-exposed across all four target rates, and Random shows

the best performance, with no instances of either under- or over-exposure. For the remaining methods

(which are more appropriate for actual operational use), it can be noted that under-exposure, or poor pool

usage, is more of an issue with relaxed target rates (e.g., .40) than with stringent ones (e.g., .15). This is

an expected trend, given that the use of stringent exposure control severely limits the availability of those
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items in the pool that are highly desirable to the item selection algorithm. This forces other items to be

used and thus improves overall pool usage.

The only method in which over-exposure remains a problem is the standard Stratified-a which has

no inherent direct control over item administration rates. The inclusion of freezing to the Stratified-a

removes any over-exposure problem and concomitantly reduces the under-exposure problem. The

Stratified-a-with-freezing, the Syrnpson-Hefter, and the Nearest Neighbor perform very similarly to one

another, displaying no problem with over-exposure, and only a moderate problem with under-exposure.

A conditional view of pool usage in displayed in Figures 3 a-d. This information shows the 95th

percentile of the distribution of item administration rates, conditional on ability. In other words, at each

level of ability a value close to the "maximum" item administration rate is plotted; 95% of the items were

administered at that ability level less often than the plotted point. These figures differ from the earlier

ones in that the relative performance of the exposure control methods across ability levels is shown. The

Random method has the lowest item administration rates across ability, as would be expected. On the

other extreme, the No Control method shows the highest item administration rates across ability. The

remaining, more realistic, methods fall between these two. The Sympson-Hetter and Nearest Neighbor

methods perform almost identically to one another, maintaining conditional item administration rates

close to each target rate, across most of the ability range. For most of the ability range, and all target

maximum rates, the poorest performance is again displayed by the standard Stratified-a method due to

that method's lack of direct control of item administration rates. Considerably better performance can be

seen by the Stratified-a-with-freezing method. This adapted Stratified-a method performs very similarly

to the Sympson-Hetter and Nearest Neighbor methods at more stringent target rates, but shows somewhat

higher conditional administration rates with more relaxed target rates.

Test Precision

Test precision is investigated in this study by an examination of the error variance of the fmal ability

estimates. These posterior variances of the ability estimates, conditional on true ability, are provided for

all of the study conditions in Figures 4 a-d. Similar patterns of results are displayed across the four target

rates. All of the methods display greater error variance in the tails of the ability distribution, where less

information is available in the item pool. While the methods perform fairly similarly across most of the

range of ability estimates, distinct differences are notable, particularly near the center of the ability range.

In that area, the smallest marginal error variance is found, as expected, for the No Control condition, and

the largest marginal error variance is found for the Random method. The Sympson-Hetter and Nearest

Neighbor methods again perform very similarly across ability. Additionally, the Stratified-a and

Stratified-a-with-freezing methods perform similarly to one another, indicating that the inclusion of

freezing did not lessen the accuracy of the ability estimation.
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Test Bias

Bias in the ability estimates; computed-as the simple difference between the estimated ability and

true ability, is plotted in Figures 5 a-d. The overall pattern of results displayed, in which positive bias is

seen at low ability estimates and negative bias is seen at high ability estimates, is typical of Bayesian

ability estimation methods. As a whole, the methods perform similarly to one another, and similarly

across the four target maximum exposure rates.

Freeze Rates

Finally, plots of the frequency with which each item is frozen are provided in Figures 6 a-d, by a-

parameter and b-parameter, for the four target maximum conditions. Every item in the pool is plotted as a

circle in these figures; the more frequently an item was frozen, the larger the size of that item's circle. It

is evident that items with b-values in the vicinity of 0, and with a-values over 1.0, tended to be frozen

more frequently. These middle-difficulty, high-discrimination items were apparently in great demand,

resulting in their tendency to be frozen at higher rates.

Summary

Any CAT program must be a compromise between competing goals. They can be efficient, allowing

for the selection of items that provides optimal measurement at each examinee's estimated level of ability,

thereby maximizing efficiency and accuracy. However, this efficiency results in very uneven item pool

usage. In addition to the economic concern of items that are used too rarely, frequently administered

items can become compromised, at which point they no longer provide valid measurement. The need for

exposure control is clear.

For the 187-item pool investigated in this research, three of the exposure control methods were

completely successful in preventing marginal administration rates beyond the specified target maximum,

even with a target as low as .15: the Sympson-Hetter, Nearest Neighbor, and Stratified-a method

incorporating item freezing. When the Stratified-a method was implemented without freezing, a small

number of items were administered at excessively high rates. The impact of freezing was especially

evident in the examination of administration rates conditional on examinee ability. These results are

consistent with those of earlier studies that incorporated a larger pool and a longer fixed length adaptive

test ( Kromrey, Parshall & Harmes, 2000; Parshall, Kromrey, & Harmes, 2000). Such findings suggest

that the Stratified-a method with freezing, incorporating a simple non-probabilistic exposure control

strategy, appears to do remarkably well at constraining item administration rates to their target maximum

goals, without degrading test precision unacceptably.

In this study, the Nearest Neighbor method performed very similarly to the Sympson-Hetter. While

close performance is to be expected, given that the Nearest Neighbor exposure parameters are smoothed

values of the Sympson-Hetter parameters, more distinction might have been seen if the number of
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smoothing iterations were increased. However, with the test conditions simulated in this study, both

methods were effective in controlling item administration rates.

One limitation of this study, as in many CAT simulations studies, is that methods are investigated

within specific test definitions. In this case, a short, fixed - length test, without content constraints, was

administered from a very informative pool. This may have lessened the extent to which exposure control

methods had an impact on test precision or bias. The use of exposure control methods in test context with

smaller, less informative pools is likely to present greater challenges for item exposure control and

successful exposure control is likely to evidence a cost in terms of bias and larger standard errors.
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